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**1. Teoría de autómatas**

* **Definición y usos de los autómatas finitos deterministas (AFD)**.

Es un sistema determinista; es decir, para cada estado en que se encuentre el autómata, y con cualquier símbolo del alfabeto leído, existe siempre no más de una transición posible desde ese estado y con ese símbolo.

* **Ejemplos y aplicaciones** en informática y ciencias de la computación.

![Autómata finito no determinista - Wikipedia, la enciclopedia libre](data:image/png;base64,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)

Son conjunto de señales recibidas por el procesador de un ordenador, el que está compuesto por un número **finito** de compuertas (estados), cada una de las cuales pueden utilizar dos condiciones posibles, por lo general denotadas por 0 y 1(transiciones).

**2. Gramáticas formales**

* **Gramáticas regulares**: concepto y ejemplos de su uso en lenguajes de programación.

Generan los lenguajes regulares (aquellos reconocidos por un autómata finito). Son las gramáticas

Más restrictivas. El lado derecho de una producción debe contener un símbolo terminal y, como

Máximo, un símbolo no terminal. Estas gramáticas pueden ser:

- Lineales a derecha, si todas las producciones son de la forma

A ∈ N ∪ {S}

A → aB ó A → a B ∈ N

a ∈ T

(en el lado derecho de las producciones el símbolo no terminal aparece a la derecha del símbolo

terminal)

* **Gramáticas recursivas**: explicación y diferencias con las gramáticas regulares.

Una gramática recursiva es aquella que contiene reglas de producción que se repiten, lo que significa que al expandir un no terminal se puede obtener una cadena que incluya nuevamente ese no terminal

**3. Análisis léxico**

* **Tokenización**: qué es y cómo se usa en el proceso de compilación.

La tokenización en autómatas finitos deterministas (AFD) es el proceso de analizar cadenas de caracteres para aceptar o rechazarlas

* **Expresiones regulares**: su función en el análisis léxico.

Las expresiones regulares son un equivalente algebraico de los autómatas finitos deterministas (AFD). Ambas describen los mismos lenguajes, conocidos como lenguajes regulares

* **Reconocimiento de palabras clave**: cómo se identifican en los lenguajes de programación.
* es un proceso que identifica palabras clave en un programa de entrada. Se utiliza en el análisis léxico para generar tokens o secuencias de palabras clave.
* **Identificación de tokens**: clasificación y ejemplos prácticos.
* es un proceso que se realiza en el análisis léxico para obtener secuencias de palabras clave, identificadoras y constantes.

**4. Análisis sintáctico**

* **Tipos de análisis sintáctico**:
  + Análisis sintáctico descendente.

es un proceso que se realiza en el análisis léxico para obtener secuencias de palabras clave, identificadores y constantes.

* + Análisis sintáctico ascendente.

Es el analizador más costoso de implementar, aunque es el que reconoce más gramáticas.

* **Árboles de análisis sintáctico**: qué son y cómo ayudan en la estructura de los programas.

son representaciones gráficas que muestran la estructura de una gramática. Son útiles para analizar texto y capturar la jerarquía de la entrada.

**5. Algoritmos de análisis de cadenas**

* **Algoritmo de Boyer-Moore**: concepto, funcionamiento y su aplicación en la búsqueda de cadenas dentro de textos o programas.

son representaciones gráficas que muestran la estructura de una gramática. Son útiles para analizar texto y capturar la jerarquía de la entrada.

**6. Compiladores e intérpretes**

* **Estructura de un compilador**: definición y componentes.
* **Fases del compilador**:

son modelos matemáticos que se usan en compiladores para reconocer frases de programas

* + Análisis léxico.

es un proceso que permite reconocer palabras en un lenguaje regular. Se basa en expresiones regulares para identificar las unidades del lenguaje, o tokens.

* + Análisis sintáctico.

es el proceso de reconocer si una palabra de entrada es aceptada o rechazada por el autómata.

* + Generación de código.

es el proceso de reconocer si una palabra de entrada es aceptada o rechazada por el autómata.

* + Optimización de código.

es un proceso que mejora el rendimiento de un programa durante su ejecución. Se utiliza en compiladores para generar código más eficiente.

.

* **Lenguajes de programación utilizados en la creación de compiladores**: como **Lex y Yacc**.

como C, C++, Java, C#, BASIC, Pascal, COBOL, entre otro

**7. Aplicaciones prácticas de autómatas**

* **Reconocimiento de patrones** en diferentes áreas.

El reconocimiento de patrones es la ciencia que se ocupa de los procesos sobre ingeniería, computación y matemáticas relacionados con objetos físicos

* **Procesamiento de lenguaje natural** y su uso en inteligencia artificial.

Como rama de la inteligencia artificial, **utiliza el aprendizaje automático para procesar e interpretar textos y datos**. El reconocimiento y la generación de lenguaje natural son tipos de PLN.

* **Análisis de texto y minería de datos**: su importancia en el análisis de información.

La minería de textos es la práctica de analizar vastas colecciones de materiales textuales para capturar conceptos clave, tendencias y relaciones ocultas

**8. Lenguaje de programación C y C++**

* **Librerías fundamentales**: **STDIO y CONIO,** un resumen de las funciones de cada una.

Las funciones de STDIO son un conjunto de funciones que permiten realizar operaciones de entrada y salida de datos, manipular cadenas y caracteres, y realizar cálculos matemáticos

Las funciones de CONIO son funciones de la librería conio.h que permiten realizar entradas y salidas por consola.

Funciones de lectura

* **getch**: Lee un carácter directamente de la consola sin mostrar salida
* **getche**: Lee un carácter directamente de la consola mostrando salida

 **cgets**: Lee una cadena de caracteres y la guarda en un parametro

* **Lista de 10 librerías más comunes en C/C++**, además de las ya mencionadas.
* **assert.h**: Contiene la macro assert, que se utiliza para detectar errores lógicos y otros fallos en la depuración de un programa
* **string.h**: Se utiliza para manipular cadenas de caracteres
* **math.h**: Contiene funciones matemáticas
* **time.h**: Se utiliza para tratar y convertir entre formatos de fecha y hora
* **wchar.h**: Se utiliza para manipulas flujos de datos anchos y varias clases de cadenas de caracteres anchos
* **Iostream**: Para entrada y salida
* **Cmath**: Para operaciones matemáticas y transformaciones
* **Cstring**: Para manipulación de cadenas
* **Ctime**: Para manejo de fecha y hora
* **Algorithm**: Librería estándar de C++
* **Chrono**: Librería estándar de C++
* **Complex**: Librería estándar de C++
* **Exception**: Librería estándar de C++
* **Fstream**: Para manejo de archivos
* **List**: Para contenedores como listas
* **Vector**: Para contenedores como vectores
* **Math**: Para matemáticas
* **Memory**: Para memoria
* **String**: Para cadenas
* **Stdlib.h**: Para funciones generales
* **Manejadores de formatos para diferentes tipos de datos**, con ejemplos de uso en código.